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ON THE MARKETING RESEARCH OF CONSUMER PRICES AND INFLATION
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ABSTRACT. Marketing information is used by financial and insurance institutions, business
enterprises and companies for planning, control, monitoring and forecasting purposes in
business. One of the problems is the detection and investigation of factors, which influence the
behavior of consumers. Such a basic factor is, for instance, the consumer prices index. The
significance of this factor periodically changes and depends on the values of main indexes of
economy such as export, import, taxes, labor force, unemployment, inflation level, etc., and
also on the behavior of consumers, their taste, living standard and style. For the marketing
research of this dependence it is necessary to construct mathematical models of the evolution
of consumer prices. In the paper, a new auto regression model with disturbances is constructed
for consumer prices. The model includes monetary aggregate amount and control function. A
new formula is derived for the solution of an equation for the consumer prices index, which
can be used in forecasting the inflation process. Using the data on the consumer prices index
in Georgia, a numerical example is given, which illustrates the estimates of the coefficients of
the constructed model and the inflation process forecast.
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INTRODUCTION

The inflation process control is highly important for the stability of the consumer market. It is
believed that inflation is the main destabilizing factor of market economy. The term “inflation”
was used for the first time in Northern America during the civil war, and later came into use in
Great Britain and France. In the economical literature, the notion of inflation became popular
after World War 1. The 20th century is called the epoch of inflation. The inflation process is
typical of all countries. Hence it is important to have mathematical models adequately
describing the character of inflation changes. The new auto-regression model is constructed in
the paper and the explicit formula is derived for the consumer prices index. The formula
depends on the time parameter and can be used for forecasting the inflation process.

A great number of monographs, text-books and scientific papers are dedicated to marketing
research [1-3]. In these works essential use is made of statistical methods of investigation and,
in particular, the method of regression analysis. In this context, a special reference should be
made to the monograph [4] and the papers [5-7].

1. Letus consider the following auto regression model

p(k)=a,+a,p(k—1)+a,p(k—2)+ym(k-1)+ Be(k), (1)
where p(k) is the consumer prices index at the moment of time k, m(k) is monetary
aggregate amount at the moment of time k, (k) is a random component (random variable)
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with zero mean. It can be produced by various disturbing factors, for instance, by the
irregularity of import, export or investment flows, the economy instability, consumers’

behavior and other factors. The values a,, a,, a,,  and g are the numerical coefficients
which are calculated by statistical dataon p(k).
We define the monetary aggregate as follows:

m(k)=m+u(k), (2)

where m is the average value of the monetary aggregate, u(k) iS monetary aggregate

increment. The function u (k) is used as control. From (1), (2) we obtain the following equation
for p(k)
p(k+2)-ap(k+1)—-a,p(k)=a;+yu(k+1)+ ps(k+2), (3)
where a; =a,+m.
Let us consider the homogeneous equation
p(k+2)—ap(k+1)—a,p(k)=0, (4)
whose solution has the form
Po (k) = Clrlk +Czrzk ’
where ¢, and c, are constants and the values

coAtA s, a-yaivés,

2
A particular solution of equation (23) will be sought in thezform
P (K) = 14 ()R + 41, (K) ©)
Let
Ay (K)+ 5, Aw, (k) =0, (6)
where

A (K)= g4 (k+1)— g4 (k), i=12.

Substituting (6) into equation (3) we obtain
(%A (K) + 1572 Ay (K) )+ (62 Ay (K +1) + 052 Apy (K +1)) -
—a, (6 A (K)+ 16 Ay (K))+
m (k)(rlk+2 _ a:LrlkJrl _ azn_k ) + 1 (k)(r2k+2 _ a1r2k+l _ azrzk ) _
=ay+yu(k+1)+ pe(k+2).
LA (K)+ 16,72 Au, (k) =a) + yu(k+1)+ Be(k+2). (7
Equations (6) and (7) imply
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AM(k):_aé”uglr(;—lr);kﬁj(kﬁ)’
Ay (K) = a, +7u((z+lrf;ﬁf(k+2)’
M&%zefli%+w(§ﬁdmux
ﬂz(k)=r2iqn§k;a5+7“( )r;ﬁ€(n+1).

Thus a particular solution of equation (3) has the form

p, (k)= % 7 ki(rzn—rl”)u(k—n)+

l1-a,-a, -

- k—n+1
: _rlnzl:(r i')e(k-n+1).
and a general solution of (3) is written as follows:
4 k-1
p(k)=crf +c,rf + & 7 ' —r"u(k—n
() G 212 1—31—2 rz_rlnz_l:(z ) ( )

'B I(Z(rzn—r) k-n+1),

1n

+

Using the initial conditions p(0 ) and (1), the constants c, and c, are defined by the

relations:
I, 3 1 a
= 0)- - 1)- ,
o r2_"1|:p( ) 1_a'.l._a2:| rz_rl{p() 1_31_3-2}

1 ag r a,
= 1)- S— 0)- :
. r2_"1|:p( ) 1_a1_a2:| r2_r1|:p( ) 1_31_3-2}

Thus a general solution of equation (3) has the form:

p(k)= % 7 Z(r —r) ﬂ kl(r —1")e(k—n+1)+

1- a1 a L-hLn -
e (r -t ' k _pk '
At ot ]

L-n 1_a1_a2 rL-n

The obtained formula (8) is used for forecasting inflation. Let us write this formula for the
time unit s. We have:

p(k+s)=
" y " ﬂ S
_1—a1—a2+r _rlnz_l:(rz —r; ) k+s-n) : n_l(r —r; ) k+s—n+1)+
+r1r2(r§l—rf*l) p(k—1)- a{, b —rf " )
r,—n, 1—a-a,| 1,1 1-a-a, |
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where p(k—1) and p(k) are the initial conditions at the moment of time k. Therefore a
forecast function for step s has the form:
Z(rz”—r Ju(k+s—n)+

A 8
p(k+s p(k+s
(k+s)=E[p(k+s)]=7 EPPR

+u{ (k-1)-—% }rzs‘rf{p(k)_

r,—r, 1-a -a, r,—n
In particular, if s=1, then from (10) we obtain:
p(k+1)=p(k)+yu(k),

if s=2, then
p(k+2)=

- a?é az+r27:r1{(rz—q)u(k+1)+(r22—r12)u(k)}+

+rr2 I, {p(k—l)— }(rﬁrl)[p(k)_l—a?é—aj’
and if n=3, then
ﬁ(k+3)=1_a?° =Ll —n)u(k+2)+ (2 =52 Ju(k+2)+ (15 =12 u (k) )+

r,—nh
—a, hL-n
+r1r2(rl+r2){p(k—l)— :|+(r12+rlr2 +r22){p(k)_1—a?0—aj'

’

%
1_31_3-2

!

d
1_31_32

2. Let us consider the following discrete auto regression model in the space of states
x(k+1)=A(k)x(k)+C(k)w(k), (11)
z(k)=B(k)x(k)+v(k), (12)
where x(k) is an n-dimensional vector of states, A(k) is an nxn matrix, z(k) is a r-di-
mensional vector, B(k) isa rxn matrix, C(k) is an nxn perturbation matrix, k =0,1,...;

W(k) and v(k) are respectively nx1 and rx1 non-correlated matrices.
Let the following conditions be fulfilled:

E{w(k)V' (j)}=0, E{w(k)}=0, W{v(k)}=0, (13)
E{w(k)wT(j)}={§(k)’ :: 14)
E{v(k)vT(j)}={§(k)’ ::j (15)

where w' and v’ denote the transposed vectors.
To investigate model (11), we will consider the following procedures.

Let us consider the auto regression model of order p
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y(k+1)=a,+ay(k)+ay(k-1)+---+ay(k—p+1)+e(k+1), (16)
Let y be the mean value of the process y(k) . Then (16) can be written in the form

y(k+1)-y=a[y(k)-¥]+a,[y(k-1)-y]++

+a,[ y(k—p+1)-7]+e(k+1). (17)
Let us write equation (17) for states and dimensions. We have
y(k+1)-y fa, a, - a,, a | yk)-V [e(k+1)]
y(k)-y 1 0 - 0 O y(k-1)-y 0
y(k-1)-y |=|0 1 - 0 of yk-2)-y |[+|] 0 |
y(k-p+2)-y| [0 0 - 1 0| y(k-p+1)-y] [ 0 |
Coy(k+1)-y ]
y(k)-y
z(k)=y(k)=y+[1 0 0]| y(k-1)-y
|y(k-p+2)-7|
Denote
y(k+1)-y a, a, a,, a,]
y(k)-y 10 0 o0
x(k)=| y(k-1)-y |, ®={0 1 o 0|,
_y(k—p+2)—7_ 0 0 1 0 |
_g(k+1)_
0
w(k+1) = 0 ,
L 0 -

z(k)=y(k)-y, H=[1 0 - 0].
Using these notations, we write (17) in the form
x(k+1)=Dx(k)+w(k+1),
z(k)=Hx(k).

Let us consider the auto regression process with a moving mean of arbitrary
n=max {p,q+1} -dimension

y(k+1)=a,+ay(k)+a,y(k—1)+---+a,y(k—n+1)+
+e(k+1)+ e(k)+ fe(k=1)+---+ S, e(k—n+2), (18)
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Using the mean value y of the process y(k), (18) is written in the form
y(k+1)-y=a[y(k)-V]+a|y(k-1)-y]+--+a,[y(k-n+1)-y |+
+e(k+1)+ e (k)+ foe(k=1)+--+ B, .6 (k—n+2), (19)
Ly(k+n)-y]-a[y(k)-y]+aly(k+n-1)-y]-a|y(k)-7]=
=e(k+n)+Be(k+n-1)+Be(k+n—-2)+--+ S, e(k+1), (20)
where a; = 8, =0, V¥ j>max{p,q}.
We introduce the variables of states

X (k)=y(k)-v¥
X, (K)=x(k+1)=y(k+1)-y
X (K)=%(k+1)=y(k+2)-y 1)
X, (K)=x,,(k+1)=y(k+n-1)-¥y
X, (k+1)=y(k+n)-y
Then we have
y(k+n)—y=x,(k+1)=ax,(k)+ax,, (k)+--+ax (k)+
+e(k+n)+Be(k+n-1)+ pe(k+n—=2)+---+ B _e(k+1).
Let us consider the following model in the space of states
0 1 0 i
% (k+1) o 0 1 -0 (k)11
k+1 k
L T 1 R e
' 0 O 0 1 '
k+1 k
X”( ’ ) _an an—l an—Z al_ Xn( ) g”
X (k+1)
X, (k+1
y(k)=y+[1 0 --- 0] 2(: ) (23)
X, (k+1)
The perturbation matrix in (22) is defined as follows
1 0 0 o] 17
31 a 1 0 - 0||g
Y=l a0 0] | A | (24)
' : : : 0 :
g,
__anl _an—z _ai 1_ _ﬂn—l_
It is not difficult to see that
xi(k)=[y(k+i—1)—y]—igi_lg(kn—j+1), i<n, (25)
i=2
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=[y(k+n-1)-y]-ge(k+n-1)—--—g, e (k+1). (26)
X, (K)=a,x (k—1)+a, %, (k=1)+---+ax, (k-1)+g,s(k). (27)
From representations (25), (26) and (27) we obtain
[y(k+n-1)-¥]-ge(k+n-1)—--—g, ,e(k+1)=
=an[y(k—1)+7]+an71{[y(k)—ﬂ—glg(k)}+
+an72{[y(k+1)—Vj—glg(k+1)—gzg(k)}+---+
+a1{[y(k+n—2)—37]—glg(k+n—2)—-~—gn 1g(k)} .£(K),
[y(k+n-1)-y]-a[y(k+n-2)-y]---—a[y(k-1)-V]=
—a,,0,6(K)+a,,[ ge(k+1)+ g, (k) |- -
+3,[ ge(k+n=2)+--+g, e(k)]+
+e(k+n-1)+Be(k+n-2)+ Be(k+n=3)+---+ S ,&(k),
g,=1
9, —a,0, =4,

O —a0, s~ —a,.,40, = ﬂn—l

1] ] 1 0 o - OTgl_
ﬂz = & - o - 0 g; |-
_ﬁn—l_ & &, o T 1J L 9n |

The last equality coincides with (24) and model (20) is written in the form
x(k+1) = Ax(k)+Cw(k +1),

z(k)=Bx(k).
where

"o _
% (k)
s (K) R

X(k)z : , A= : : : o, W(k+1)=|:5(k+l)],

X.(k) 0 O 0 1
" la, a, a, a
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—_—1r —

1 0 o --- 0 1
—a, 1 0 - 0]|RZ

C-|-a, -a 0 -« of|a | 20=y(K-¥.
__an—l _an—z _ai l_ _ﬂn—l_

B=[1 0 - 0].

Corollary. Let us consider the following auto regression model [7]:
p(k)=a,+a,p(k-1)+a,p(k-2),
where p(k) is the consumer prices index at a moment of time k, a,, a,, a, are the numerical
coefficients which are calculated by statistical data on p(k) . For this model we have
% (k)= p(K),
(k) =% (k-1)= p(k-1),

L S b g

2(k)+ p(K) =[L o]{p?é‘i)l)}.

We introduce the following notations

p(k) a(; ai a2 1 ﬂl
e[ {3 ot 2] [ o8
u(k)=[u(k)], w(k+1)=[e(k+1)], H=[1 0].
Then the equations of states and dimensions take respectively the form
x(k+1)=Dx(k)+Yu(k)+a+Gw(k+1),
z(k)=Hx(k).

Example. Let us consider data on the consumer prices index in Georgia in 2002-2013 (see

[5]): Table
Year 2002 2003 2004 2005 2006 2007
Index 104.4 105.0 5106.3 108.4 106.9 110.7
Year 2008 2009 2010 2011 2012 2013
Index 108.3 111.3 101.6 111.4 101.3 99.1

The problem consists in the estimate of the coefficients a,, a,, a, of model (1). We have the

following system of equations
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a, +105.6a, +104.6a, =104.4
a, +104.4a, +105.6a, =105.5
a,+105.5a, +104.4a, =106.3
a,+106.3a, +105.5a, =108.4
a,+108.4a, +106.3a, =106.9
a, +106.9a, +108.4a, =110.7
a,+110.7a, +106.9a, =108.8
a,+108.8a, +110.7a, =111.3
a,+111.3a, +108.8a, =101.6
a,+101.6a +111.3a, =111.4
a,+111.4a +101.6a, =101.3
a,+101.3a, +111.4a, =99.10
We have to find the maximum point of the function
9(ay,a,a,)=(a, +105.6a, +104.6a, ~104.4) +

+(a, +104.4a, +105.6a, ~105.5)" +(a, +105.5a, +104.4a, ~106.3)" +

+(a, +106.3a, +105.5a, ~108.4)" + (@, +108.4a, +106.3a, —106.9)° +
+(a, +106.9a, +108.4a, -110.7)" + (&, +110.7a, +106.9a, —~108.8)" +
+(a, +108.8a, +110.7a, ~111.3)" +(a, +111.3a, +108.8a, ~101.6)" +
+(a, +101.6a, +111.3a, ~111.4)" +(a, +111.4a, +101.6a, ~101.3)" +

+(a, +101.3a, +111.4a, -99.10)".

Using the least square method, we obtain the following system of algebraic equations
12a,+1282.2a, +1285.5a, =1275.7

1282.2a, +137132.66a, +137308.7a, =136322.87 .
1285.5a, +125585.57a, +137812.12a, =136694.66
The solution of this system is

a, =141.3122843
a, =—0.0058061 .
a, =—0.3209668
Therefore an auto regression model of the consumer prices index in Georgia has the form
p(k)=141.3122843—-0.0058061p (k —1)—0.3209668p (k —2)+u(k)+&(k).
Neglecting the control u(k) and a random factor & (k) (u(k)=¢(k)=0), we obtain the

expected value of the consumer prices index of Georgia in 2014 as compared with that in the
preceding year:
p (2014) =141.3122843—-0.0058061-99,1-0.3209668-101.3 ~108% .
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